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WHAT YOU'LL LEARN TODAY

1. WHAT MAKES DEEPSEEK-R1 DIFFERENT FROM
OTHER LLMS?

2. WHY THE MOVE TO PURE RL TRAINING MADE IT SO
REVOLUTIONARY?

3. HOW THE MODEL WAS TRAINED  TO REASON?
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LLM TRAINING PROCESS
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Rule-based Reinforcement Learning



WHAT IS REINFORCEMENT
LEARNING?

Agent: Learns and makes decisions

Environment: Where the agent operates

The agent sees the current state St,
chooses an action At , the environment
responds with a new state St+1  and a
reward Rt, and the process repeats.

Agent learns a policy — a strategy that
helps it pick the best actions to

maximize cumulative reward



CHAIN-OF-THOUGHT (COT) 

Chain-of-Thought Prompting Elicits Reasoning in Large Language Models
Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, Brian Ichter, Fei Xia, Ed Chi, Quoc Le, Denny Zhou, 2022



OPENAI HIDED COT FOR O1
MODEL



REASONING MODELS AND
OPENAI’S O1

Earlier models like GPT-4

 Latest generation of models
(like o1, R1, and others) 

think for too long

accuracy decreases

hallucinations

“lost in the middle” problem
— the model forgets the center
of the prompt

think for longer

accuracy increases

 “test-time scaling” phenomenon
-  improve performance just by
making it reason more deeply at
inference time (instead of
pretraining)

 



DEEPSEEK-R1 OVERVIEW

Reasoning language model 

Builds on top of the DeepSeek-V3 architecture

Mixture-of-Experts (MoE) - activate only a
subset of parameters during each forward pass

671 billion parameters total

~37 billion active parameters per token

Transformer decoder architecture





TRAINING: R1 VS R1-ZERO

R1-Zero R1

no SFT (Supervised Fine-Tuning)

no human-labeled examples involved

“pure reinforcement learning” =
no human in the loop (GRPO)

 rewards

= rules

multi-stage

traditional setup

SFT+ RL 

unit tests (for programming tasks)
mathematical validations
constraints



GROUP RELATIVE POLICY
OPTIMIZATION (GRPO)



AHA MOMENT





RESPONSE LENGTH



DRAWBACK OF R1-ZERO

back to SFT R1 model

poor readability
language mixing





HELPFULNESS & HARMLESSNESS





RESULTS



COMPARISION



PAGE 12

QUESTIONS?

THANK YOU!


