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Abstract. Parallel planning is a paradigm that provides interesting efficiency improvements in
the field of classical AI planning and it is one of the key components of successful SAT-based
planers. Popularized by the Graphplan algorithm, it provides more structure information about
the plan for a plan executor when compared to the traditional sequential plan, which is one of the
crucial facts of its usability in real-life scenarios and applications. Our latest research shows that
different semantics can be used for parallel planning, while deciding which semantic to use for given
application can have significant influence on both practical planning domain modeling and also on
the computational efficiency of searching for a plan.
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1 Introduction

Classical AI planning deals with finding a sequence of actions that transfer the world from some initial
state to a desired state. We assume a world which is fully observable (we know precisely the state of
the world), deterministic (the state after performing the action is known), and static (only the entity for
which we plan changes the world), with a finite (though possibly large) number of states. We also assume
actions to be instantaneous so we only deal with action sequencing. Actions are usually described by a
set of preconditions – features that must hold in a state to make the action applicable to that state – and
a set of effects – changes that the action makes to the state. Action sequencing is naturally restricted
by causal relations between the actions, i.e., the effect of certain action gives a precondition of another
action.

Traditional sequential planning algorithms explore directly the sequences of actions. One of the disad-
vantages of this approach is liability to exploring symmetrical plans where some actions can be swapped
without changing the overall effect. Hence if some sequence of actions does not lead to a goal then the
algorithm may explore a similar sequence of actions where certain actions are swapped though this se-
quence leads to exactly same non-goal state. This is called plan-permutation symmetry [1]. It is possible
to remove some of these symmetries by symmetry breaking constraints as suggested in [2] or [3]. Another
way to resolve this problem is partial-order planning where the plans are kept as partially ordered sets
of actions (the partial order respects the causal relations). CPT planner [4] is probably the most success-
ful (in terms of International Planning Competition) constraint-based planner that does partial-order
planning. A half way between partial-order and sequential planning is parallel planning, where the plan
is represented as a sequence of sets of actions such that any ordering of actions in the sets gives a tra-
ditional sequential plan. This concept was popularised by the Graphplan algorithm [5] that introduced
a so called planning graph to efficiently represent causal relations between the actions. Planning graph
became a popular representation of parallel plans for approaches that translate the planning problem to
other formalisms such as Boolean satisfiability or constraint satisfaction [6] [7].

Besides the elegant handling of the symmetries, another advantage of parallel planning is its strong
usability for actual plan execution as the concept of parallel plan is much closer to the real-life scenarios.
As an example we can imagine a transportation planning domain, such as logistics [8], where the available
actions represent mainly movements of vehicles and loading/unloading of these. Obviously, it is proficient
for a plan executor to know that loading of one vehicle can be realized in parallel with sending another
vehicle from one location to another. Other useful examples can be devised very easily.

Even though the concept of parallel planning is straightforward, our latest research shows that mul-
tiple useful semantics can be introduced for parallel planning by modifying the constraints specifying



which actions can appear together in a single (parallel) step of a plan. In this paper we study the differ-
ences between the two main semantic concepts, proving the answers for two main questions: first we are
investigating the influence of these differences on practical domain modeling, while, second, our main
focus is exploring the impact on performance of searching for a plan.

The paper is organized as follows. First we provide necessary theoretical concepts together with the
description of the two different parallel plan semantics we studied. After that, following sections discuss
the impact of the differences between the two semantics on the practical usability for planning domain
modeling and also on the computational efficiency. We then conclude by providing the experimental
evaluation and final discussion of our results.

2 SAS+ Planning

We use SAS+ formalism to formalize the planning problem. This formalism is based on so called multi-
valued state variables, as mentioned in [9] or [10]. For each feature of the world, there is a variable
describing this feature, for example the position of a robot. World state is then specified by values of all
state variables at the given state. Hence the evolution of the world can be described as a set of state-
variable functions where each function specifies evolution of values of certain state variable. Actions are
then the entities changing the values of state variables. Each action consists of preconditions specifying
required values of certain state variables and effects of setting the values of certain state variables. We
implicitly assume the frame axiom, that is, other state variables than those mentioned among the effects
of the action are not changed by applying the action.

Formally, a planning task P in the SAS+ formalism, alternatively referred to also as a SAS+ planning
problem, is defined as a tuple P = {X,A, sI , sG}, where

– X = {x1, ..., xn} is a set of state variables, each with an associated finite domain Dom(xi);
– A is a set of actions and each action a ∈ A is a tuple (pre(a), eff(a)), where pre(a) and eff(a) are sets

of (partial) state variable assignments in the form of xi = v, v ∈ Dom(xi);
– A state s is a set of assignments with all the state variables assigned. We denote sI as the initial

state, and sG as a partial assignment that defines the goal (thus, there can be multiple states that
satisfy the goal). We say state s is a goal state if sG ⊆ s.

To express that a state variable x is assigned a value v ∈ Dom(x) in a state s, we write s(x) = v. We
say a is applicable in state s if all assignments in pre(a) match the evaluation of variables in s. We then
use γ(s, a) to denote the state after applying a to s (according to the assignments defined in eff(a)).

Based on the formalism above we can also define the transitions that correspond to changes of variable
assignments, as described in [11]. Given a state variable x, a transition is a change of the assignment
of x from value f to g, denoted as δxf→g, or from an unknown value to g, denoted as δx∗→g. Where
unambiguous, the notation can be simplified to δx or δ.

For an action a, three types of transitions can be identified:

1. Transitions δxf→g such that (x = f) ∈ pre(a), and (x = g) ∈ eff(a). We call this type of transitions
active. An active transition δxf→g is applicable to a state s, if and only if s(x) = f . We denote γ(s, δ)
as the state after applying transition δ to state s, which results in a new state s′ such that s′(x) = g.

2. Transitions δxf→f such that no assignment to x is in eff(a), and (x = f) ∈ pre(a). We call this type of
transitions prevailing. A prevailing transition δxf→f is applicable to a state s, if and only if s(x) = f ,
resulting in the same state s.

3. Transitions δx∗→g such that no assignment to x is in pre(a), and (x = g) ∈ eff(a). We call this type
of transitions mechanical. A mechanical transition δx∗→g can be applied to an arbitrary state s, with
the result being a state s′ where s′(x) = g.

For each action a, we denote its transition set as M(a), which includes all three types of transitions
above. Given a transition δ, we use A(δ) to denote the set of actions that include δ in their transition
set. We call A(δ) the supporting action set of δ. Further, we use R(x) = {δxf→f |∀f, f ∈ Dom(x)} to
denote the set of all prevailing transitions related to x. Then we can introduce T (x) = {δx|∃a ∈ A, δx ∈
M(a)} ∪R(x), which represents the set of all legal transitions for the state variable x.

3 Two Semantics

When having a closer look at a sequential plan, one can very often realize that some of the actions
included in the plan could be in fact swapped, or even executed together, without affecting the final



result of the plan execution. This is probably not surprising observation, as many plans typically involve
almost independent sub-plans, that have to be synchronized with each other only in a few specific time
steps. As an example of such we can use a plan that involves activities for two trucks, each of which
can have its own separate sub-plan of moves and loading/unloading some cargo, while the only needed
synchronization between the two trucks is necessary in case one of them is waiting for the cargo that
other truck is to deliver first, or in case both of them need to load/unload their cargo in a location
where only one truck can operate at a time. Instead of a plain action sequence π = {a1, ..., ak} we could
express a solution for a given planning problem using a richer structure – by providing a sequence of sets
of actions π′ = {A1, ..., Am},∀Ai∃j : aj ∈ Ai, where for each set Ai all of the actions contained within
could be executed in parallel. Of course, one could go further and provide a full graph of causal relations
of individual actions contained in the plan, obtaining thus a partial-order plan [4]. However, constructing
such a structure might not be too simple, and is out of the scope of this paper.

There are two motivations behind using parallel plans. First, it is a natural way how to remove some
of the plan-permutation symmetries, so the planner does not have to explore the plans where a pair of
actions within a set corresponding to single time step is swapped. This fact should, ultimately, help to
improve the performance of a planner. Second motivation is even more practical – the knowledge provided
by a parallel plan structure is, in fact, very useful for the plan execution phase, since the executor knows
which actions can be performed in parallel (if possible), and thus the whole plan can be executed using
less time steps.

There are, however, two different ways to define which actions can appear together in a single (parallel)
time step, providing thus two different semantics for the step-parallel planning.

3.1 Strict Semantics

Probably the most natural requirement on the actions in a single set Ai is their strict pairwise indepen-
dence, as defined in [12], and also as originally described in the Graphplan planning system [5], which was
the first one to introduce step-parallel plans as a technique to rapidly improve the efficiency of solving
planning problems. Needless to say, the preconditions of the actions within Ai must be non-conflicting.

We say that two actions a1, a2 are independent in case a1 does not destroy the preconditions or
effects of a2, and vice versa. The consequence of the requirement of pairwise independence between
actions from Ai together with their non-conflicting preconditions is that the actions from a single set
Ai can be executed in an arbitrary sequential or parallel order. Therefore the only synchronization
requirement on the plan execution is that prior to executing actions from a set Ai all action from Ai−1
must be executed.

If two actions cannot appear within the same set Ai, we say they are mutually exclusive, i.e., they
are in action mutex. The fact of which actions are allowed to appear within the same set Ai can be also
expressed using the corresponding transitions. The actions a1, a2 are in action mutex if there exists a
pair of transitions δ1 ∈ M(a1) and δ2 ∈ M(a2) such that these two transitions are in transition mutex.
The two different definitions of the transition mutex will help us draw the difference between the two
semantics discussed in this paper.

First, let us define the transition mutex for the strict semantics. A pair of transitions δ1, δ2 is in strict
transition mutex if there exists x ∈ X such that δ1 ∈ T (x) and also δ2 ∈ T (x), meaning they are both
based on the same state variable. In other words, all transitions of a given state variable are in transition
mutex.

The above relation is a corollary of the following observation. Given the actions a1, a2, if there is
no pair of transitions δx1 ∈ M(a1), δy2 ∈ M(a2) such that x = y, i.e., both transitions are based on the
same state variable, then a1, a2 are independent and have non-conflicting preconditions. For the sake of
evidence we include a sketch of the proof. If there is no common state variable for any pair of transitions
δx1 , δy2 , the actions a1, a2 can neither affect each other nor have conflicting preconditions, since if they
did so, there would be a state variable proving the conflict together with the associated transitions –
which proves the required implication.

Interestingly, it turns out that the reverse implication does not hold. Hence, that means that the
definition using the transition mutex is stricter than the one using the action independence (the fact
of which also provided the name for this semantics). However, as proven above, it still guarantees the
possibility of an arbitrary ordering during the execution of actions within Ai.



Table 1. Example of a set of actions that can be executed only in parallel.

Action Preconditions Effects Associated Transitions

a1 x = a x← b, z ← f δxa→b, δ
z
∗→f

a2 y = c y ← d, x← b δyc→d, δx∗→b

a3 z = e z ← f , y ← d δze→f , δy∗→d

3.2 Synchronized Semantics

For the previous semantics we required the universal interchangeability and executability (whether se-
quential or parallel) for all actions within a single set Ai. In other words, all possible orderings of the
actions led to the same state. It is however possible to introduce a less strict semantics, that will in turn
pose some additional requirements on the action execution phase. Let us first define the new semantics
using a different specification of transition mutex.

For synchronized semantics, two different transitions δ1 and δ2 are mutually exclusive, i.e., δ1 and δ2
are a pair of transition mutex, if there exists a state variable x ∈ X such that δ1, δ2 ∈ T (x), and either
of the following holds:

1. Neither δ1 nor δ2 is a mechanical transition.
2. Both δ1 and δ2 are mechanical transitions.
3. Only one of δ1 and δ2 is a mechanical transition and they do not transit to the same variable

assignment.

To better interpret the definition above, there are only two cases when δ1, δ2 ∈ T (x), δ1 6= δ2 are
not mutex. The first case is, without loss of generality, when δ1 = δxf→f and δ2 = δx∗→f for any value
f ∈ Dom(x). The second case is, when δ1 = δxe→f and δ2 = δx∗→f for any values e, f ∈ Dom(x), e 6= f .

In order to illustrate the semantical difference between the two definitions of transition mutex, consider
the three actions from Table 1. According to the strict semantics, no two actions of these are allowed
to appear within a set Ai, since a1, a2, a3 are all pairwise mutex. On the other hand, according to the
synchronized semantics, none of these actions are mutually exclusive, and therefore all of them can
appear together within a single parallel step as long as their preconditions are met. However, there is a
following complication: no valid sequential ordering exists for these three actions! The reason for this is
that anytime an action is executed, it destroys a precondition of some other action. Still, it is possible
to execute these three actions in a valid way within a single step – but only with the condition of their
perfectly synchronized parallel execution.

As we depicted using the above example, the synchronized semantics does not guarantee the possibility
of an arbitrary sequential or parallel order of action execution. In fact, there might be no sequential
execution available at all for a given parallel step Ai, in case of which the synchronized parallel execution
of some of the actions might be required in order not to break the plan validity.

4 Impact on Usability

Clearly, both semantics allow different actions within the steps of a parallel plan. Before we study the
performance of these two semantics, let us have a closer look at their influence on the planning domain
modeling.

The main objection that can be raised against the practical use of the synchronized semantics is that
the precise synchronization of the start of the actions is mostly infeasible in practice, so the planning
domain designer does not want his model to be too fragile on the time constraints. Even though being
a bit absurd, consider the following Bomb Terrorist planning domain. Let our modeled world consist of
three terrorist t1, t2, t3, each of them wearing a pack of dynamite. As usual in their community, only
a terrorist that actually fires his explosives can reach the eternal fame, which is, obviously, everyone’s
ultimate goal. However once a bomb explodes, everything around is exterminated. Given the terrorist are
located inside a room (together with a secret wooden box they are supposed to eliminate), the actions
from Table 2 are available in the modeled world.

It is very unlikely that in such scenario it would be possible for all of the terrorists to fire their
explosives at once. Still, it is absolutely correct to ask planner the question whether a plan of providing
the fame for all three terrorists exists. For our model, the answer of the planner would depend on the



Table 2. The actions available for the silly Bomb Terrorist domain.

Action Preconditions Effects

fire1 alive1 = true alive1 = false, alive2 = false, alive3 = false, fame1 = true

fire2 alive2 = true alive1 = false, alive2 = false, alive3 = false, fame2 = true

fire3 alive3 = true alive1 = false, alive2 = false, alive3 = false, fame3 = true

underlying semantics it implements. A planner that complies with the strict semantics would answer
that no such plan exists, while, on the other hand, a planner compliant with the synchronized semantics
would return a plan consisting of a single parallel step that would include all available fire-actions.

Using the example above we illustrated that different semantics of the step-parallel planning used for
the same domain can provide completely different results regarding the existence of a plan. Moreover,
other examples can be constructed where the return plans will differ in the plan length or total number
of used actions. Since we used very small and simple example, it is very easy to see the potential issues,
however for the greater models with tens or hundreds of actions and state variables similar issues might
be very difficult to trace.

The construction of the planning domain model is purely a task of a domain designer, however a
special care must be taken in order to keep the required relevance to the reality, in case the planning
technology to be used returns parallel plans. An example of a planner that uses synchronized semantics
is SASE planning system, as described and published in [11].

5 Impact on Performance

Regardless of the usability of the described parallel plan semantics, we were interested in their practical
performance. In other words, we wanted to know the use of which semantics leads to finding plans faster.
In order to find out we implemented the two versions of a SAT-based planner, which differ only in the
definition of the transition mutex relation, as described in one of the earlier chapters. For both versions,
the total number of the instances solved within a time limit together with the time required to solve them
was measured on a large set of standard planning benchmark problems from the previous International
Planning Competitions (IPC). Further details of our planner and the experiments will be described later
in this paper.

Knowing which parallel plan semantics is practically faster would be useful when deciding which
semantics to use at the phase of planning domain design.

5.1 Planner description

Our planner is a Java application which takes SAS+ files as the input. We will refer to it as SasPlan.
In order to translate PDDL files to SAS+ formalism we used Helmert’s Translator tool implemented in
Python [10]. For each planning problem within our benchmark set it took at most a few seconds for
the Translator to generate the SAS+ input file. Since our goal was to compare the efficiency of the two
parallel plan semantics, for the final evaluation we only measured the runtime of our application, not
including the translation time (which was also fast compared to the time necessary for solving).

SasPlan is basically a black-box planner which encodes SAS+ problems into satisfiability (SAT)
problems using the SASE transition-based encoding [11]. The operation of the planner can be roughly
summarized as follows. First we generate a SAT formula that is satisfiable if and only if there is a plan
with timespan equal to one. If the formula is unsatisfiable, we increase the timespan by one. Ultimately,
we generate a satisfiable formula, and then we can extract a valid parallel plan from its satisfying
assignment.

To solve the generated SAT problems we used SAT4J – a Java library for satisfiability by Daniel Le
Berre [13]. Although SAT4J is a few times slower than state of the art solvers written in C/C++, it
supports incremental solving and is very easy to use within a Java application. Employing a state-of-
the-art C++ solver would considerably increase the overall performance of the planner, since most of
the runtime is spent on solving the formulas. MiniSat 2.2 [14] would be an appropriate choice, as it is
one of the fastest SAT solvers, supporting also the incremental solving technique. Nevertheless, in order
to examine the impact of the different semantics on the performance, the use of Java-based SAT solver
was sufficient.



Table 3. Total number of solved instances in the time limit of 30 minutes, per domain.

Domain Strict Synchronized Difference

Airport 30 27 +3

Depots 13 12 +1

Driverlog 15 14 +1

Elevator 46 47 -1

Freecell 4 4 0

Openstack 5 5 0

Rovers 31 32 -1

TPP 27 27 0

Zenotravel 15 14 +1

The way we use the support for incremental solving is very straightforward. When we need to generate
and solve the formula for the next timespan, we first remove the clauses that require the goal conditions
to hold at the end of the plan. Second, we add new variables for the next time step, together with all
the clauses that ensure plan validity and the goal conditions. During the tests performed prior to the
evaluation itself we observed that the SAT solver did gain some benefit from being used incrementally,
compared to getting a new unknown formula at each time step. We did not however do thorough exper-
iments on a large data set in order to compare the incremental and non-incremental approach in bigger
detail, since in all tests we made the incremental version was always faster. Therefore we decided to use
the incremental solving approach as a default configuration for both versions of our planner.

As stated earlier, we created two versions of SasPlan that correspond to the two transition mutex
definitions. During the implementation phase we noticed that the strict semantics is much easier to
encode. Since according to the strict mutex definition all transitions of a state variable are mutex, it is
sufficient to add one constraint for every state variable ensuring that at most one of the corresponding
transitions can be selected at given time step. In other words, a graph of transition mutex relations is
a clique, which can be encoded into SAT clauses very efficiently, and which is also one of the reasons
why our strict semantics is defined in a little bit stricter way compared to the definition using action
independence. Actually, the interface of SAT4J provides a method for adding the at-most-one constraints
and thus the transition mutex constraints can be added by just one method invocation for each variable.
On the other hand, the mutex graph for the synchronized semantics is not a clique since not all transitions
of a state variable are pairwise mutex. Therefore these relations cannot be encoded that efficiently.

5.2 Experiments

For the experiments we used a PC with 3.2GHz Intel Core i7 processor and 24GB of RAM. We limited
the memory to 4GB and used a time limit of 30 minutes per instance. For the evaluation of the planner
performance the following domains were selected from the available International Planning Competition
(IPC) benchmark set: Airport, Depots, Driverlog, Elevator, FreeCell, Openstacks, Rovers, TPP and
Zenotravel.

Before the actual experiments it was difficult to predict the results of our experiments, and therefore
our expectations were not clear. The strict transition mutex definition constraints the problem more and
thus the resulting SAT formula has less or equal solutions for a given makespan than for the other mutex
definition. This could make us believe that the performance can be decreased. On the other hand, more
constraints help unit propagation to prune the search space more efficiently. Because of these reasons
it was very hard to tell in general which reasoning was stronger and how the performance of the SAT
solver will be influenced.

In Table 3 we provide the total count of solved instances within the time limit, per domain. The
differences are not big and for all domains except Elevator and Rovers the strict semantics solved
greater or equal number of instances. Figure 1 presents the runtime increase ratio when solving the
problems using the synchronized semantics compared to the strict semantics. We only considered the
running times for those problems that were solved by both versions of SasPlan. Values above zero
mean that the strict semantics is faster. For example, the y-value of 1 means that the runtime us-
ing the synchronized semantics was twice as long as the runtime using the strict semantics, i.e., y =
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Fig. 1. Box plot representation of the runtime increase ratio when solving the problems using the synchronized
semantics compared to the strict semantics. Values above zero mean that the strict semantics is faster. For
example, the y-value of 1 means that the runtime using the synchronized semantics was twice as long as the
runtime using the strict semantics. The box plots represent the results for domains in following (alphabetical)
order: Airport, Depots, Driverlog, Elevator, FreeCell, Openstacks, Rovers, TPP and Zenotravel

(runtimesync − runtimestrict)/runtimestrict. From the box plots we can see that even though the strict
semantics is not a clear winner in all domains, for some problems its runtime was over 3x faster compared
to the synchronized semantics, while the experienced slowdown for other problems was less evident.

Overall, we can conclude that even though the difference between the efficiency of the presented
semantics for the parallel planning is not dramatic, the strict semantics exhibited better performance
compared to the synchronized one. Since the strict semantics is also more natural and practical for the
real-world applications, we believe it should be preferred for majority of cases.

6 Conclusion

Step-parallel planning is a paradigm useful both for dealing with some of the plan-permutation symmetry
problems and also for a practical execution of plans.

In this work we described the two available semantics for the parallel planning, for which also the
implementations exist: strict semantics and synchronized semantics. After formally describing the theoret-
ical concepts behind the two semantics, we demonstrated that the planning domain designer’s awareness



of the selected parallel planning technology and its underlying semantics is a crucial component of a
successful application of automated planning in the real-world scenarios.

Finally, we provided the empirical evaluation of the performance of the two presented semantics
by integrating them into the implemented SAT-based planning system. The experiments, for which we
used some of the traditional IPC benchmark domains, showed that the strict semantics provides better
performance in terms of runtime, while it is also more natural for the practical application.
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