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ROADMAP
• Supervised vs Unsupervised 

Learning
• Why study Generative Modeling?
• How do generative models work?
• Generative adversarial network



Supervised vs Unsupervised Learning
Supervised Learning

Data: (x,y)
x is data, y is label

Goal: Learn a function to map x->y

Examples: Classification,
regression, object detection,
semantic segmentation, image
captioning, etc.
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Supervised vs Unsupervised Learning
Unsupervised Learning

Data: x
Just data, no labels!

Goal: Learn some underlying
hidden structure of the data

Examples: Clustering, 
dimensionality reduction, feature
learning, density estimation, etc.



Example 1: K-means clustering

Goal : to find groups 
within the data that 
are similar by some 
type of metric.



Example 2: Dimensionality reduction
Goal: to find axes along which 
our training data has the most 
variation. 
Underlying Structure: axes

In the right example, we start off 
with data in 3D and we are going 
to find two axes of variation and 
reduce our data projected down 
to 2D.



Example 3: Feature learning
In this case, our loss is trying to 
reconstruct the input data and use 
it to learn features.

Advantage: We are learning a 
feature representation without 
using  any additional external 
labels



Example 4: Density estimation
Goal: to estimate underlying 
distribution of our data.

In the right example, in top case, 
we have points in 1D. And we fit 
Gaussian into this density. In 
bottom case, we have data in 2D 
and we fit the model such  that 
density is higher where there is 
more points concentrated



Why study Generative Models?

• Simulate possible futures for planning. (Reinforcement Learning)

• Missing data 

• Semi-supervised learning

• Multi-modal outputs

• Realistic generation tasks











https://www.youtube.com/watch?v=EYjdLppmERE



Its easiest to compare many different models if we describe all of them as 
performing Maximum Likelihood





Generative Adversarial Networks



Advantages of GANs
1. They use a latent code that describes everything that is generated later. They 

have this property in common with other models like Variational Autoencoders
and Boltzmann Machines . It is advantage they have over fully visible belief 
networks.

2. They are asymptotically consistent. So, if we are able to find the equilibrium 
point of the game defining generative adversarial network, we are guaranteed 
that we have actually recovered the true distribution that generates the data. 
For example, if we have infinite data, we eventually recover the correct 
distribution.

3. There are no Markov Chains needed neither to train Generative Adversarial 
Network nor to draw samples from it which is an important requirement.

4. They are often regarded as producing the best samples compared to other 
models



Training GANs: Two-player game

Generator Network Discriminator 
Network

Try to fool the discriminator 
by generating real-looking 
images

Try to distinguish between 
real and fake images



Two-player Game



Adversarial Nets Framework

D(x) tries to be near 
1

Differentiable 
function D

x sampled from data 

D tries to make 
D(G(z)) near 0, G 

tries to make D(G(z)) 
near 1,

D

x sampled from 
model

Differentiable 
function G

Input noise z



Generator Network
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1.G must be differentiable
2.No invertibility required
3.Trainable for any size of z





-Equilibrium is a saddle point of the discriminator loss

-Generator minimizes the log-probability of the discriminator being 

correct



Minimax Game





Training Procedure 
• Use Stochastic Gradient Descent - optimization 

algorithm of choice on two minibatches simultaneously.
• A minibatch of training examples
• A minibatch of generated samples

• Optional: run k steps of one player for every step of the 
other player.
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