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Transfer-based

Dictionary-based

Interlingual

RULE-BASED
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STATISTICAL
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Statistical machine translation  is a machine translation 

paradigm where translations are generated on the basis of 

statistical models whose parameters are derived from the 

analysis of bilingual text corpora. 



Rules post-processed by statistics

Statistics guided by rules

HYBRID
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EXAMPLE-BASED

7

Example-based machine translation is based on the idea of analogy. In 

this approach, the corpus that is used is one that contains texts that 

have already been translated. Given a sentence that is to be translated, 

sentences from this corpus are selected that contain similar sub-

sentential components.



NEURAL
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Neural machine translation (NMT) is an approach to machine 

translation that uses an artificial neural network to predict the 

likelihood of a sequence of words, typically modeling entire sentences 

in a single integrated model.

• Recurrent Neural Network

• Transformer Model



TRANSFORMER MODEL
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TRANSFORMER MODEL
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ENCODER

The encoder is composed of a stack of N = 6 identical layers. Each 

layer has two sub-layers. The first is a multi-head self-attention 

mechanism, and the second is a simple, positionwise fully connected 

feed-forward network. We employ a residual connection [11] around 

each of the two sub-layers, followed by layer normalization [1]. That 

is, the output of each sub-layer is LayerNorm(x + Sublayer(x)), where 

Sublayer(x) is the function implemented by the sub-layer itself. To 

facilitate these residual connections, all sub-layers in the model, as 

well as the embedding layers, produce outputs of dimension dmodel

= 512.
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DECODER

The decoder is also composed of a stack of N = 6 identical 

layers. In addition to the two sub-layers in each encoder layer, 

the decoder inserts a third sub-layer, which performs multi-

head attention over the output of the encoder stack. Similar to 

the encoder, we employ residual connections around each of 

the sub-layers, followed by layer normalization. We also modify 

the self-attention sub-layer in the decoder stack to prevent 

positions from attending to subsequent positions. This masking, 

combined with fact that the output embeddings are offset by 

one position, ensures that the predictions for position i can 

depend only on the known outputs at positions less than i.
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MULTI-HEAD-SELF-ATTENTION
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COMPREHENSIVE 
EVALUATION
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EXPERIMENTAL SETUP
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PROMPT SELECTION
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PROMPT EXAMPLE

ZERO-SHOT

FEW-SHOT
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ZERO-SHOT TRANSLATION 
CAPABILITIES OF GPT MODELS
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GPT PERFORMANCE ON 
HIGH-RESOURCE 
LANGUAGES
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GPT PERFORMANCE ON LOW-RESOURCE AND 
NON ENGLISH-CENTRIC LANGUAGES
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DOCUMENT-LEVEL MT 
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EXPERIMENT 1
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EXPERIMENT 2
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CONCLUSION
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