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A little refresh on what was done so far…

EXPLORATORY DATA ANALYSIS

● Dataset has been cleaned
● Features have been correctly encoded

CLASSIFICATION OF
CANCER STAGE



What we tried to do next
We tried to work in two parallel directions:

Trying to improve the classification of CANCER STAGE

Trying new tasks:
classification of mortality/survival prediction and regression on healthcare cost/ mortality rate
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Trying to improve the classifier
How bad the model really was?

Only slightly better than random 
choice

What could the issue be?
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unbalanced classes

wrong algorithm
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Trying to improve the classifier

How are the classes unbalanced?

Percentage distributions:
REG: 39.99% LOC: 39.88% MET: 

20.13%

SMOTE
(Synthetic Minority Over-sampling 

Technique)

How can we solve this?

PERFORMANCE 
DIDN’T IMPROVE

Accuracy = 0.381
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Trying to improve the classifier
Trying new, different models:

k-NN (k = 5)

Accuracy:
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Trying to improve the classifier
New feature engineering ideas

● (CLASS SUGGESTION) Ignoring features that are outcome-dependant

● Continuous feature quantization using bins

● Ordinal encoding of Obesity_BMI



Trying to improve the classifier
How did the models improve?

ACCURACY

● Logistic regression: 0.381 

0.398

● Naive bayes: 0.353

0.396

● Random forest: 0.39

0.397

● k-NN: 0.366

0.372

XGBoost: 0.401
Decision tree: 0.359
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Deep learning 
We tried to use Deep Learning to discover the best parameters for our new tasks

This brought no improvement compared to the previous results



Feature importance
Which are the best features to focus on?

FEATURE SELECTION 
using

GridSearchCV 



Try again with important features
We tried the same trainings as before but with only the most important features

and this time we increased the amount of models used

Best model is 
Gradient 
boosting

Worst model is 
k-NN 



Comparing with others on Kaggle

We found another notebook 
analysing Survival_Prediction

So our result is in line with 
theirs, also the best model 

is for both Gradient 
Boosting

For Cancer_Stage 
prediction we didn’t find 

any other notebook so we 
have only our result to go 

with



Thank you
for the attention


