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## Basic inference tasks

- Filtering $P\left(X_{t} \mid e_{1: t}\right)$ (Where am I now?)
- Prediction $P\left(X_{t+k} \mid e_{1: t}\right), k>0$ (Where will I be in future?)
- Smoothing $P\left(X_{k} \mid e_{1: t}\right), k<t$ (Where was I in the past?)
- Most likely explanation $\arg \max _{x_{1: t}} P\left(X_{1: t} \mid e_{1: t}\right)$ (What path did I go through?)
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Poll

## Markov chain (MC) vs Hidden Markov Model (HMM)

- MC: all variables are observable
- HMM: some variables are observable, some are hidden
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Assume that the probability of rain at day 0 is 0.5 . What is the probability of rain at day 2 , given that we observed an umbrella at day 1 and 2 ?
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- Day 0: no observation, only the prior belief $P\left(R_{0}\right)=(0.5,0.5)$
- Day 1: observation $u_{1}=$ true
- Prediction:

$$
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- Day 2: observation $u_{2}=$ true
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- Update by the new evidence:

$$
\begin{aligned}
& P\left(r_{2}=\text { true } \mid u_{1}=u_{2}=\text { true }\right)=\alpha P\left(u_{2}=\text { true } \mid r_{2}=\text { true }\right) P\left(r_{2}=\right. \\
& \text { true } \left.\mid u_{1}=\text { true }\right)=\alpha * 0.9 * 0.627=\alpha * 0.564 \approx 0.883
\end{aligned}
$$

## Exercise 3: Hidden Markov model

Professor has a 3 shirts: red (R), green (G) and blue (B). The color of shirt he wears gives a hint about his mood (happy and sad) on that day. What is the most likely sequence of her mood in 3 days, if he wars $G, B, R$ ? Assume that on day 1 there is a probability 0.4 that she is sad.
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| $\mathbf{S}$ | 0.2 | 0.3 | 0.5 |
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| $\mathbf{S}$ | 0.5 | 0.5 |


|  | $\mathbf{R}$ | $\mathbf{G}$ | $\mathbf{B}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{H}$ | 0.8 | 0.1 | 0.1 |
| $\mathbf{S}$ | 0.2 | 0.3 | 0.5 |

## Exercise 3: Hidden Markov model

Professor has a 3 shirts: red (R), green (G) and blue (B). The color of shirt he wears gives a hint about his mood (happy and sad) on that day. What is the most likely sequence of her mood in 3 days, if he wars $G, B, R$ ? Assume that on day 1 there is a probability 0.4 that she is sad.
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Chain rule:

|  | $\mathbf{H}$ | $\mathbf{S}$ |
| :---: | :---: | :---: |
| $\mathbf{H}$ | 0.7 | 0.3 |
| $\mathbf{S}$ | 0.5 | 0.5 |
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|  | $\mathbf{R}$ | $\mathbf{G}$ | $\mathbf{B}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{H}$ | 0.8 | 0.1 | 0.1 |
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- $P\left(M_{3} \mid M_{2}, M_{1}\right) \times$
- $P\left(M_{2} \mid M_{1}\right) \times$
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- $\mathrm{HHH}: 0.1 * 0.1 * 0.8 * 0.7^{3}=0.0027$

SSH: $0.3 * 0.5 * 0.8 * 0.5 * 0.5 * 0.6=0.018$

- . . .


## Viterbi algorithm: NLP example

|  | DT | NN | VB |
| :---: | ---: | ---: | ---: |
| (Start) | 0.8 | 0.2 | 0 |
| DT | 0 | 0.9 | 0.1 |
| NN | 0 | 0.5 | 0.5 |
| VB | 0.5 | 0.5 | 0 |


|  | THE | FANS | WATCH | RACE |
| :--- | ---: | ---: | ---: | ---: |
| DT | 0.2 | 0 | 0 | 0 |
| NN | 0 | 0.1 | 0.3 | 0.1 |
| VB | 0 | 0.2 | 0.15 | 0.3 |
| watch |  |  |  |  |
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Static: state does not change. Stationary: probability distribution $P\left(X_{t} \mid X_{t-1}\right)$ is eaqual for all time steps $t$.

- What is the probability of the transition Rain=true $\rightarrow$ Rain $=$ false?
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- Assume that you want to translate a speach that you hear. What type of inference task is it? (Poll) Most likely explanation.
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Example: in 2 nd order MC with possible states $A, G, C, T$. transition table has $4 \times 4$ values. We construct 1st MC with 16 states $A A, A C, \ldots, C A, C C, \ldots, G G$. The new transition table has $16^{2}$ entries.
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- Assume that we do full smoothing, that is we smooth every past variable (think about an efficient method how to do it), and for each past variable we select the most probable value. Will we get the most likely explanation of a sequence of observations? Why?
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- Assume that state variable $X$ depends on two previous state variables $X_{t-1}$ and $X_{t-2}$. Can we encode this transition using dependence just between subsequent states? Yes.
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- Assume that we do full smoothing, that is we smooth every past variable (think about an efficient method how to do it), and for each past variable we select the most probable value. Will we get the most likely explanation of a sequence of observations? Why?
Use smoothing to find posterior distribution of rain $P\left(R_{k} \mid u_{1: t}\right)$ for all time steps.
Then, construct a sequence of most likely states

$$
\left(\arg \max _{r_{1}} P\left(r_{1} \mid u_{1: t}\right), \arg \max _{r_{2}} P\left(r_{2} \mid u_{1: t}\right), \ldots, \arg \max _{r_{t}} P\left(r_{t} \mid u_{1: t}\right)\right)
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- Does mixing time mean that after that time, the state will not change?

No.

- Assume that state variable $X$ depends on two previous state variables $X_{t-1}$ and $X_{t-2}$. Can we encode this transition using dependence just between subsequent states? Yes.
Example: in 2 nd order MC with possible states $A, G, C, T$. transition table has $4 \times 4$ values. We construct 1st MC with 16 states $A A, A C, \ldots, C A, C C, \ldots, G G$. The new transition table has $16^{2}$ entries.
- Assume that we do full smoothing, that is we smooth every past variable (think about an efficient method how to do it), and for each past variable we select the most probable value. Will we get the most likely explanation of a sequence of observations? Why?
Use smoothing to find posterior distribution of rain $P\left(R_{k} \mid u_{1: t}\right)$ for all time steps.
Then, construct a sequence of most likely states

$$
\left(\arg \max _{r_{1}} P\left(r_{1} \mid u_{1: t}\right), \arg \max _{r_{2}} P\left(r_{2} \mid u_{1: t}\right), \ldots, \arg \max _{r_{t}} P\left(r_{t} \mid u_{1: t}\right)\right)
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However, the most likely sequence is different:

$$
\arg \max _{r_{1: t}} P\left(r_{1: t} \mid u_{1: t}\right)
$$

